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Abstract

A regional frequency analysis of heavy k-day pri¢aipn totals (k = 1 to 7 days) has recently been
carried out in the Czech Republic by means of tmdment-based regionalization approach proposed
by Hosking and Wallis. This method has generallgrbeonsidered a kind of standard in the field of
the frequency analysis since the early 1990s wadewHowever, there are other frequently referred
regionalization techniques in the literature, ane of the most remarkable methods is the region-of-
influence (ROI) approach. Its main idea is thatd¢hie no need to delineate fixed boundaries between
the proposed regions but rather each site can havewn “region” — a group of sites that are
sufficiently similar to the site of interest. Th@ORmethod has been proposed in order to overcome
possible inconsistencies that may occur on boueslaf fixed homogeneous regions. In such cases, a
classical approach of the regional analysis mayg keaundesirable step changes of variables and
estimated quantiles; such problems are eliminatethé ROl method by defining a unique set of
stations (a “region of influence”) for each sitedenstudy.

The ROI method has up to now been used predomynamttonnection with a flood frequency
analysis; the current study is one of the firstmaftts to develop the ROI approach to the frequency
analysis of precipitation extremes. A comparisothefresults with findings of the “standard” regibn
frequency analysis methods in the area of the CReqlublic is performed.

Key words: regional frequency analysis, region-of-influeraggproach, extreme precipitation events,
Czech Republic

1 Introduction

Information ondesign valuegquantiles) of extreme precipitation is inevitalale various fields of
human activities: in water resources researchgdesj dam and sewer systems, flood protection, soil
and vegetation loss protection in case of intensivevective storms etc. In a traditioriak-site”
approachto a frequency analysis, the desired precipitatjpantiles have long been estimated only
using the data sample at the site of interest. & lehowever, a fundamental drawback of this singl
site approach: in practice, one often needs desilyres corresponding to return periods that arenmuc
larger than lengths of available series of obsewat In order to overcome such problems, the so
calledregional frequency analysisame along in the 1960s (Dalrymple, 1960) and laéised wider
popularity since the 1980s (e.g. Wiltshire, 198éttenmaier et al., 1987; Hosking and Wallis, 1993).
The core idea of the regional approach is a suistit of time extent for space: based on a muiéi-si
analysis one can obtain more reliable quantilevedgs than using a classical, at-site approach. The
ultimate question of the regional frequency analysitherefore the following onélow to draw the
regions?

Recently, the majority of the regional precipitati@r flood) frequency analyses have been based on
fixed regions drawn according to political (GelleB802; Pilon et al., 1991; Adamowski et al., 1996)
geographical (Sveinsson et al., 2002; Kohnova et 20105), hydrological and/or climatological
considerations (Smithers and Schulze, 2001; Kjeldseal., 2002; Fowler and Kilsby, 2003). A
generally accepted guideline to regional frequeaowlysis is the so-calletegional L-moment
algorithm (Hosking and Wallis, 1997), which is also basedhendelineation of fixed regions.



The region-of-influencgabbr. ROI)methodintroduced by Burn (1990) is an alternative apphoto

the regional frequency analysis. The main ideaheftechnique is that there is no need to delineate
fixed boundaries between the proposed regionsdthér the regions are defined in a flexible way. It
means that each site can have its own “regiont, if)aa unique set of sufficiently similar statipns
from which extreme precipitation information isnsferred to the site of interest. The similarity of
sites is evaluated by a properly chosen set ofaditébutes (site characteristics and/or site stiat;

see Section 3). Therefore, even two neighborinipstmay have very different sets of stations that
represent the regions of influence for each site.

The ROI method was proposed in a flood frequencglyais in order to overcome possible
inconsistencies that may occur on boundaries efifixomogeneous regions. In such cases, a classical
approach of the regional analysis may lead to urald#e step changes of variables and estimated
quantiles; such problems are eliminated in the R@®thod by defining a unique set of stations for
each site under study.

Burn (1990), analyzing Canadian catchments, coeduthat the ROl method is superior to the
“standard” regional approaches: the novel ROI teghresulted in improved flood quantile estimates
even at “difficult” individual stations. Zrinji anBurn (1994) revisited and extended the ROI apgroac
for ungauged sites. Holmes et al. (2002) applied R®I approach in regionalization of low flow
characteristics within the United Kingdom, whiles@dlarin et al. (2001) used the ROI technique as a
background for comparison of several hydrologigailarity measures in northern Italy.

Up-to-now, the ROI method has been used predonynamtconnection with the flood frequency
analysis. The present study focuses on developmokrnhe region-of-influence approach to the
frequency analysis of precipitation extremes, ama$gnts its comparison with the “standard” regional
frequency analysis methods in climatological cdndi of the Czech Republic.

The paper is structured in a following manner: rafteshort description of selected stations and thei
data, a detailed overview of the mathematical bamkyd of the ROI method is presented. Due to its
complexity, the analysis has not been finishedhattime of the paper submission deadline, therefore
results of the analysis are missing and will bespn¢éed at the conference.

2 Data

Daily precipitation totals measured at 145 statioperated by the Czech Hydrometeorological
Institute (CHMI) were used as an input dataset.(E)g The altitudes of stations range from 158 to
1322 m a.s.l., and the observations span the p&é6éd-2005. Three main criteria were applied when
selecting the stations and forming the dataset:

+ the stations approximately evenly cover the araaefCzech Republic;

+ there were no significant station moves during 126Q@5 (all sites where location changes
exceeded 50 metres in altitude were excluded flamahalysis);

+ the daily series of precipitation records are ermipted.

At about 10% of sites, gaps in daily records apgedin total not exceeding 2 months over 45 years).
These missing daily data were estimated using meants at 3 to 5 nearest locations available in
the climatological database of the CHMI, accordimg methodology proposed by P@&tnek (note
that the CHMI operates a dense network of gaugieg;smean distance to the nearest measuring site
was only 16 km for the locations where missing datae estimated). All other potential station
records with more than 2 months of missing valuesewexcluded from the analysis at this stage;
however, they might be used in future when the R@thod will be applied to construct maps of
design value estimates of precipitation extremes.

Samples of maximum annual 1-, 3-, 5- and 7-dayipitation amounts were drawn from each station
records and are examined as extreme precipitaient® Summer and winter half-years are analyzed
separately. Such an approach allows, at least iaugh approximation, to differentiate between
extreme precipitation amounts of various origimwective events that dominate in summer and long-
lasting stratiform events of frontal origin thaedypical for autumn and winter.
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Fig. 1 Location of stations used in the analysis.



The data underwent standard quality checking fasgrerrors as well as checking in terms of a
discordancy measure based on L-moments (Hosking\&ailis, 1993).

3 Mathematical model of the region-of-influence methad

The region of influence for a given site considta @roup of sites that are sufficiently similartte
site of interest. The similarity of sites is judgaccording to site characteristics and/or siteissies
(Hosking and Wallis, 1997%pite characteristicare quantities that are known before any measureme
or observation is obtained at a site and include,ekample, the location, the elevation and other
physical-geographical properties associated witlsita. Some long-term characteristics of the
precipitation regime of sites (such as mean annua&cipitation or long-term averages of
monthly/seasonal precipitation totals) are alsguently classified here: although they are set from
the at-site measurements, their values can alsestimated at ungauged sites from climatological
maps with a relatively smaller degree of uncernjasumpared to extremes. On the other hanite,
statisticsare simply the measurements or results of staispirocessing of the observed data at a
given site. Hereafter, site characteristics arelstatistics will be termed generallysate attributes

The distance metric

The closeness of each site to every other sitdénattribute space is evaluated by means of the
weighted Euclidean distance metric that is knowimiydrom cluster analysis:

D, {iwm (- xg’n)z} , (1)

where Dij is the weighted Euclidean distance between sigeslj, W, is the weight associated with

NI

themth site attribute, X! is the value of thexth attribute at sité, andM is the number of attributes.
The distance metric matr is symmetrical D; = D; ) with zeros on its diagonaly; = 0).

The region of influence for a given station is domsted according to the following scheme. Firstly,
the site with the lowest value di)ij, j=1,...,N is added to the ROI for siie Particularly, in the

very first step it is the siteitself, for which the distance metrid, =0 is always the one with the

lowest value. Following this, a further site witietnext lowest value db; is added into the ROI for

sitei. Sites are successively added into the ROI ungivan option (see belowPboling a station’s
RO for forming of the ROI is fulfilled.

As the site attributes<,, may have substantially different magnitudes, asi@mation of the initial
site attributes before calculating (1) should beliad. A possible alternative of such operation is
normalization of the variables:

x o X=X ?)
JX

where X is the mean and, is the standard deviation of the attribMteAs a result of normalization

(2), each of the site attributeX , are of a comparable magnitude, i.e. they have m@an and unit
variance.

Selection of site attributes has a key role inRi@&d method: the success of the whole procedurerlies
finding the right number and combination of progée characteristics and/or statistics. In thet firs
attempts with the ROI technique for regional priaijpon analysis in the Czech Republic, three
different alternatives of selection of site atttdmiare discussed:



a)

b)

Alternative #1 site statistics

The whole set of site attributes consists exclugioé statistical characteristics that are related
the examined data sample at each of the sitesfollbwing site statistics are considered:

1) coefficient of variatior{C, ) - a traditional characteristics of the scalehef data sample:

g
=—, 3
G 1 )

where (/ is the mean andr is the standard deviation of the data sample.

2) Pearson’s second skewness coeffic(®® - a less traditional characteristics of the skessn
of the data sample (Weisstein, 2006):
_3(u-m)

ps=2" 7 (4)
g

wheremis the median of the data sample.

3) 10-year design precipitation estimated using theegalized extreme value (GEV) distribution
(Ryy) - a characteristics of extreme value magnitudésendata sample.

Selection of the aforementioned site statisticsimssthat the ROI for a given site consists ofsite
for which characteristics of the probability dibtition functions are similar enough to the one of
the target site.

The set of attributes in alternative #1 follows Barconcept, which has been applied in the
introduction of the ROl method (Burn, 1990). Thare, however, small differences between the
original and the current analysis. Burn used a fieadion of the Pearson’s skewness coefficient,
where the factor “3” in the numerator of eq. (45 leeen neglected. Considering the fact that the
attributePSin the current analysis underlies the transforoma(R), it can be concluded that there
would be no difference between results based etthehe “original” or the “modified” Pearson’s
skewness coefficient. Another difference can benfoun selection of the third site attribute. Burn

usedQ1Oy , which is “a plotting position estimate of the ¥€ar flood event, interpolated from the

available annual flow series”. Instead of it a GEtimation of the 10-year value has been used
herein, mainly for two main reasons: (1) “The noliega 10-year flood estimator has very little
bias and approximately a normal distribution in Brsamples” (Lu and Stedinger, 1992). As the
sites in the precipitation frequency analysis fog& Czech Republic has 45 years of observations,
the design precipitation with return peridd= 10 years can reliably be estimated from eadhef
at-site data samples. (2) As shown in previousiasuoin regional approaches to the precipitation
frequency analysis, the GEV is a generally accégtdistribution in each of the 4 homogeneous
regions within the Czech Republic (Kysely et alQ08; Kysely and Picek, 2006). As a
consequence, we believe that the uncertainty obsihg the GEV-estimated 10-year design
precipitation can be at most comparable with theettainty of the Burn’s method of the 10-year
value estimation.

Alternative #2 general climatological site characteristics

The set of site attributes is made up by charastiesi that describe the long-term precipitation
regime of the site, regardless of the observedigitation extremes. The following quantities are
taken into consideration:

1) mean annual precipitatio(\F_Q);

2) the ratio of the mean precipitation totals for tiemmer and winter half-yedR;/ R,);



3) a characteristics of inter-annual variability of geipitation amountgexact definition of such
a site characteristics is not readily availabletrs time of preparing this contribution;
however, the basic idea is that this site attribistesimilar to theLapin’s index of the
Mediterranean effectlefined for climatological conditions of the SédwRepublic; Lapin and
Melo, 2005; Gaél, 2005).

Using the site characteristics of alternative #2him distance metric would, in principle, result in
groups of sites with similar climatological condits that may be to some extent related also to
mechanisms that generate heavy precipitation. &ttjge, however, there is no guarantee that
proximity of sites in theM-dimensional space of climatological site charasties implies
similarity in terms of extreme precipitation regime

c) Alternative #3 geographical site characteristics

This set of site attributes consists of the welhn and widely used geographical characteristics
of the site location:

1) latitude (@);
2) longitude(A);

3) elevationabove the sea levdh].

Having alternative #3 selected, there emerge grofipies which members are close to the site of
interest in a geographical sense. Neverthelessanhot be strictly understood as the ordinary
geographical proximity between two points. For eghamna higher-elevated site is usually grouped
together with other higher-elevated sites and isnegessarily joined with other sites, which are
located really close to the target site in theitiaaal sense of latitude and longitude.

Again, concerning alternative #3, the same drawlzzck be mentioned as in the previous case:
pooling sites according to geographical charadtesigsloes not necessarily imply similarity in
terms of precipitation climate.

Alternatives #1-#3 also take into considerationdbestion of the design value estimation at gauged
ungauged sites. When the regional analysis is aitbembtain quantiles at ungauged sites as well,
alternative #1 is not feasible as data sample terline site statistics are not available. In scaes,
much attention should be paid on finding the mpstrapriate climatological characteristics.

Eq. (1) incorporates a further factor: a weightiogfficient associated with the attributes. In fcag;
weighting coefficients reflect the relative imparta of the attributes within each of the alterresiv
Weights can be computed, for example, by means wafivariate analysis, where independent
variables can be the selected site attributes lrdependent variable could be a suitably choden si
characteristics. Burn (1990) used a simple coimlaanalysis between each of the selected attsbute
and the 100-year flood event, respectively. Theltieg) correlation coefficients were then set as th
weights for the attributes. Such a multivariatecorrelation analysis is also a useful tool in redgc
the number of candidate attributes according teaibje criteria.

In the current analysis, equal (unit) weight§ =1, m=1,..., M have been selected for each of the

alternatives. What is mor&] = 3 for each of the three alternatives, and tlogeeho further analyses
have been carried out in order to reduce the numbtre candidate attributes. In the current study,
there have been no attempts to evaluate the relmtiportance and/or the number of the site attebut
because (1) the set of attributes in each of tteraltives reflects reasonable considerationswé2)
believe thatM = 3 is the minimum number of attributes which igfisient for calculation of the
matrix of distance metric; (3) our attention wasused on other - possibly more important - aspafcts
the ROI approach. However, such a task is an eetihallenge for the upcoming investigations
within the problems of a regional frequency analysi the technique of ROI.



Pooling a station’s ROI

As soon as the appropriate site attributes areteel@nd the distance metric matrix is calculabede
remain two main tasks so that each site’s ROI eafobnd. The first one is to determine a cutoff-
point of the distance metric for theth site: all sites below the selected thresholtlievawill be
included into the site’s ROI, and, on the otherchamy station with a distance value in exceshef t
threshold will not:

,={j:D, <4}, (5)
where |, is the set of stations in the ROI for sitand 8 is the threshold distance value for site

The next important feature of the ROI is a deteatiom of the weighting parameters associated with
each of the sites included in the ROI. These waightoefficients should reflect the relative closss

of any site of the ROI to the site of interest. Hubstance of this step is evident: the closevangi
site is to the site of interest in sense of thaadise metric, the bigger amount of information it
provides in the regional precipitation frequencglgsis. In a mathematical form:

n,=1(D,,¥) Ojol (6)
and n; =0 0Oj0OI, (7)
where 77, is the weight for sit¢ in the ROI for site; f() is a functional relationship defining the

weight, and¥ is parameter vector for the functibg).

Following Burn’s (1990) framework, the thresholdstdnced and the weightgy; in the current

analysis are determined according to 3 differetibap. These options reflect 3 different philos@shi
of pooling information from the sites of the ROlarder to get more accurate quantile estimatdseat t
site of interest.

A) Option #1 “Less sites with high values of weights”

The basic idea of option #1 is that the ROI forigeg site entails only a limited number of
stations; however, all of the selected stationsgaren weights substantially different from zero
while computing regional relationships.

The threshold valué (5) is defined as follows:
8=6 if N§= NST, (8)

where g, is a lower threshold value defining a desired jgnity for stations to be included in the
ROI for sitei, NS is the number of stations in the ROI for siteith the threshold ag_, and
NSTis the target number of stations for a ROI.

If the number of sites in the ROI for the threshald, is lower than a desired minimum number
NSTthen a less restrictive threshdt should apply:

M} if NS < NST, (9)

=6+, -6) Mgt

where g, is an upper threshold value for sites with fevianiNSTstations in the ROI.

The weighting function for this option is definest a



SR 10
Ti="17p | (10)

where W :{TP, r} are the parameters of the weighting function.

There are 5 parameters to be initialized for op#riNST, 6, €, , TP andn.

Option #2 “More sites with different values of weights”

In option #2, a relatively large number of sites arcluded in the ROI for a given site. Stations
which are sufficiently similar to the site of inést have unit weights, while stations that are less
similar have appropriately low values of weightigctions.

The threshold valué is defined as follows:
6=4. (11)
where §, is a constant threshold value.

The weighting function for this option is definest a

n, =1 if D, <4, (12)

and n. :1—( O, _HLJ if § <D. <§,, (13)
! TN-6, Lo T

where 8, is a lower threshold value for the distance magixd TN andn are the parameters of
the weighting functionTN is defined in a specific way:

TN =max(TL ,TPP, (14)
where TL = I’?SIX( B} ) : (15)
W ={HL, g,,TPP, r} are the four parameters of the weighting function option #2 to be
initialized.

Option #3 “All sites with different values of weights”

Option #3 is nearly the same as option #2 with dhly difference that in option #3 all of the
analyzed stations are included in the ROI for aegiwite with proper values of weighting
functions.

The threshold valué is defined as follows:
a=TL, (16)

and the definition of the weighting function is tkeme as in case of option #2 — see egs. (12)-
(15). As option #3 entails all of the sites thesend need to deal with selection of the upper

threshold§, ; therefore the number of the parameters to bialiied is 3 (¥ ={6?L,TPP, r} ).



Parameter estimation for the ROI options

In case of options #1-#3, values of several pararsehave to be selected following subjective
considerations, in accordance with the theoretikground of individual options. The distance
metric matrix should serve as the basis for estonatif the threshold value§ , 4, , TP andTPP. As
mentioned (see abovdHe distance metriy, the distance metric matrix is a symmetrical amién
zeros on its diagonal. The non-zero values aboedo) the diagonal form an upper (lower)
triangular matrix that contains the distance matailties between each pair of stations. It is ptessib
sort the metric values within a triangular matrix ascending order, to derive their empirical
distribution, and then find certain statistical @weristics (maximum, minimum, median or given
percentiles) of such distribution.

Burn (1990) suggests choosing the values of thanpetersg, , €, , TP andTPP right according to

the empirical distribution of distance metric vaud&he lower distance thresholj should be
associated with the Z5percentile distance value (in both options #1 #®) the upper distance
thresholdg, should be the 75percentile (again, in both options #1 and #2) |evtlie parametersP
andTPP should be the 85percentile of the distance metric distribution.

The target number of sitééSTfor option #1 was set to 15 (20). Considering fthet that the total
number of sites appearing in the current analysi445, the choic®&ST= 15 (20) seems to be a
reasonable compromise between having too manyoofetw sites, respectively, within a ROI. Small
NST does not necessarily have to represent a remarlkaidgrovement of the regional approach in
comparison with a pure at-site analysis. On theerotiand, too high value dfiIST may lead, in
principle, to creating potentially inhomogeneouts s& stations within a ROI for a given site. Ireth
Burn’s original frameworkNSTwas set to 15, i.e. approximately to one thirdheftotal number (46)
of the available hydrometric stations.

Exponentn [egs. (10) and (13), respectively] also signifttannfluences the magnitudes of the
weighting coefficientsy; . According to Burn (1990), the value in option #1 was set to 2.5. Such
a choice corresponds with the conception of optibnany ROI consists of a relatively small number
of sites, with each site within the ROI having ghhvalue of weighting coefficient that is not ungul
different from 1.0. On the other hand, exponerib case of options #2 and #3 was set to 0.1. This
choice enables one to make a clear distinction dxetviwo types of sites in a ROI: it assigns reddyiv
low values of weights to sites which are “furthé&®m the site of interest (between the threshold

valuesg, and§, ), while the information from “closer” sites is gded by weighting coefficients 1.0.

Estimation of at-site precipitation quantiles usirigformation from the ROI

As soon as each station’s ROI and the appropriaighting coefficients are known, it is possible to
estimate the at-site precipitation quantiles usifgrmation from the sites of the ROI. The design
values of extreme precipitation may be computethby.-moment-based index storm procedure

The number of sites in the analysisNswith thej-th site having sample sizg. In the index storm
procedure, at-site data(j’k, j=1, ...,N, k=1, ...,n are rescaled by the so-callewtlex storm

(usually the sample meat, , as well as in the current analysis) in orderdbdimensionless data:

X.
X, =—%* k=1 ..n

ik U i (17)
J

These dimensionless daka, at sitej are then used to compute the sample L-momkfits|”, ...
and L-moment ratios:



o 5P
S (18)
O
and t=1=, r=34,., (19)
|2
wherej denotes the index of the analyzed site) is the sample L-CV and'”,r =3, 4, ... are

sample L-moments ratios at sjt€for a detailed definition and description of thenoments refer to
Hosking and Wallis, 1997).

Regional L-moment ratiot”’® andt®, r =3, 4, .. within the ROI for siteé are derived from the at-
site sample L-moment ratios as weighted regionatanes, where two different weights are applied:
the sample sizp, (length of observation) and the weighting functised on the ROI distance metric

;-

2 tng,
tOR =10 (20)
%:”jmj
JUb
and R = 1 r=34,.., (21)

20

jo;
where [, is the set of stations included in the ROI foe i(5), for which the weighted regional L-

moment ratios are calculated. The regionally weidhaluest”® andt®®,r =3, 4, .. are then used

to derive the parameters of the selected distohufunction in order to get the dimensionless
cumulative distribution function, the so-callgtbwth curve Having the growth curve for the site of
interesti, the precipitation quantiles with the desired metperiodT can be obtained by multiplying

the dimensionles§-year growth curve valug' and index stormy :
X' =px (22)

In the current analysis, the generalized extrenlaevédGEV) distribution is used as the regional
distribution function. It was selected mainly fava main reasons: (1) the analysis is focused on
investigation of the results stemming from comhbova of various alternatives of site attribute sets
and options for defining weighting functions, respeely, and the possibility of choosing among
several different distribution functions might hamegative influence on clear explanation of the
results; (2) the GEV distribution has been provedaagenerally acceptable regional distribution
function in previous studies on regional frequedisgributions of precipitation extremes in the Qzec
Republic (Kysely et al., 2006; Kysely and PicekQ&)

For each of the sitedN(= 145), precipitation durations (k =1, 3, 5 anda¥s), alternative of set of
attributes (a#1-a#3) and options of ROI proced(ogd-0#3), 7 extreme precipitation quantilk§$T

are determined, namely the design values with mepariods ofT = 2, 5, 10, 20, 50, 100 and 200
years.



Confidence intervals for the estimated quantileschtine evaluation of the ROI approaches

Monte Carlo simulations are carried out in orderew@luate the uncertainty associated with the
estimated quantiles, and at the same time, to ateathe performance of various ROl approaches. The
Monte Carlo experiment consists MR = 1000 repetitions, with each of the realizatiomsde up of

the following steps:

1) Use a random number generator to generate artifiaiaples of precipitation data at each of the
analyzed stations, having the same record lengthibear real-world counterparts. The simulated
data samples at theh site of the region have kappa distribution vatirameters corresponding to
the at-site L-moments [, t{’, t{]. The kappa distribution as a parent distribuimnised in

order to avoid too early a commitment to a particdlistribution as a parent. In cases when fitting
of the kappa distribution fails the GEV or generadl logistic (GLO) distribution is used instead.

2) Calculate the at-site statistics, determine théadce metric matrix, and define the region of
influence and weighting function values for eaddtish, each of the above described alternatives
of attribute sets and each option of ROI procedutesshould be noted that in case of

alternatives #2 and #3, there is no need to relécuhe values ofD;, I, and 77; in each

repetition of the Monte Carlo simulation as thdatise metric is determined from unchanging site
characteristics.

3) Determine the at-site estimates of L-moments, ¢iggonal L-moments within each station’s ROI,
and, finally, the “simulated” extreme precipitatignantiles for each station in accordance with
the above described alternatives and options.

From the Monte Carlo experiment, it is possibledtaw confidence intervals for the estimated

extreme precipitation quantiles. For each quan]t(lié (for all combinations of the alternatives and

options), the confidence interval is defined asititerval between the"sand the 98 percentile of the
empirical distribution of the simulated quantiles.

The relative performance of various ROI optionsalso evaluated using the simulated extreme

precipitation quantiles. The simulated design vaelae used to calculate th@t mean square error

(RMSE) andbiasfor each quantiles through:

ST T 2
1 & xim_ Xi
v (23)
NR{= X

and BIAS _—i“ NRZ{X X J (24)

i=1

NI~

M=

RMSE = 1
NS

!
iy
[y

Egs. (23) and (24) are summations through eacHitiepeof the Monte Carlo experimenin(= 1 to
NR) and each of the analyzed stations { toN); RMSE andBIAS are the root mean square error

and the relative bias for return peridg respectively;XiT is the “real” value for th@-year event at

sitei, and X{m is the simulated value for theyear event at sitefrom them-th sample of Monte
Carlo simulation.

Furthermore, the performance of different ROI opgi@an be compared (1) with results of the former
regional precipitation frequency analysis that hasen carried out using the “traditional”
regionalization approach of Hosking and Wallis Mntogeneous regions within the Czech Republic);
(2) with results of a regional frequency analystseve the whole country is treated as a one-and-only
homogeneous region; and (3) with results of a tiawhl at-site frequency analysis without a regiona
approach.



4 Results

Results of the analysis will be presented at thderence.
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